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An Entropy-based Pruning Method for CNN Compression

An Entropy-based Pruning Method for CNN Compression Jian-Hao Luo Jianxin Wu National Key Laboratory for Novel Software Technology Nanjing
University, China fluojh, wujxg@lamdanjueducn Abstract This paper aims to simultaneously accelerate and com-press off-the-shelf CNN models via
filter pruning strategy

An Entropy-based Objective Evaluation Method for Image ...

An Entropy-based Objective Evaluation Method for Image Segmentation Hui Zhang, Jason E Fritts, Sally A Goldman Department of Computer Science
and Engineering

An Information-Entropy-based Risk Measurement Method of ...

measurement method of software development project based on information entropy, which makes up for the shortcomings of the former studies This
method makes use of information entropy to measure the amount of information so as to measure the software development project risk In this
paper, a new risk checklist is given First of all, it ob-

An Entropy-based Objective Evaluation Method for Image ...

An Entropy-based Objective Evaluation Method for Image Segmentation Hui Zhang*, Jason E Fritts and Sally A Goldman Dept of Computer Science
and Engineering, Washington University, One Brookings Drive, St Louis, MO USA 63130 ABSTRACT Accurate image segmentation is important for
many image, video and computer vision applications Over the last

Entropy Based Grey Relational Analysis Method for Multi ...

Entropy Based Grey Relational Analysis Method for Multi-Attribute Decision Making under Single Valued Neutrosophic Assessments Pranab
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Entropy-Based Active Learning for Object Recognition

Entropy-Based Active Learning for Object Recognition Alex Holub, Pietro Perona Caltech 1200 E California Blvd Pasadena, CA 91106
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Entropy-Based Particle Systems for Shape Correspondence

Entropy-Based Particle Systems for Shape Correspondence Joshua Cates, Miriah Meyer, P Thomas Fletcher and Ross Whitaker Scientific Computing
and Imaging Institute University of Utah Salt Lake City, Utah Abstract This paper presents a new method for constructing statisti-cal representations
of ensembles of similar shapes The proposed method

Error-Based and Entropy-Based Discretization of Continuous ...

that method to two other methods: C45-based dis- cretization and error-based discretization The C45-based discretization is a new entropy- based
method that applies C45 to each continuous fea- ture separately to determine the number of thresholds and their values Hence, we still use an
entropy-based

An Entropy-Based Approach to Detecting Covert Timing ...

1 An Entropy-Based Approach to Detecting Covert Timing Channels Steven Gianvecchio and Haining Wang F Abstract—The detection of covert
timing channels is of increasing inter- est in light of recent exploits of covert timing channels over the Internet

Maximum Entropy-based Thresholding algorithm for Face ...

entropy method to do face image segmentation A lot of application examples have shown that the performance of the 2-D maximum entropy method
is much better than the 1-D maximum entropy method [9] The 2-D maximum entropy method is based on the 2-D histogram of the image The 2-D
histogram concept is described in the following paragraph:

Feature ranking methods based on information entropy with ...

methods based on entropy and statistical indices, including "2 and Pearson’s correlation coeffcient, are considered The Parzen window method for
estimation of mutual information and other indices gives similar results as discretization based on the sepa-rability index, but results strongly
dependent on the "smoothing parameter The quality

The “Best K” for Entropy-based Categorical Data Clustering

geometry/density-based validation method is appropriate in validating the clustering result for categorical data Entropy Based Similarity Instead of
using distance function to measure the similarity between any pair of data records, similarity measures based on the “purity” of a set of records seem
more intuitive for categorical data As a

Applied Soft Computing

of DM is based on the entropy In method a word, the motivations in this work are intended to achieve a DMs’ threefold contribution to existing
literature, which is listed as follows: (1) taboo This work intends to develop an entropy-based approach to determine as the weight of DM in a GDM
setting (2) the

Information Entropy Based Feature Pooling for ...

Information Entropy Based Feature Pooling for Convolutional Neural Networks Weitao Wan, Jiansheng Chenx, Tianpeng Li, Yiging Huang, Jingqi
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Entropy-based fuzzy clustering and fuzzy modeling

In this paper, an entropy-based fuzzy clustering method is proposed It automatically identifies the number and initial locations of cluster centers It
calculates the entropy at each data point and selects the data point with minimum entropy as the first cluster center Next it removes

Estimating the Entropy for Lomax Distribution Based on ...

that spreads out has a higher entropy, whereas a highly peaked distribution has a relatively lower entropy Many authors have carried out their
studies based on entropy Siamak and Ehsan [11] proposed Shannon aromaticity based on the concept of Shannon entropy in information theory and
Comparing the innovation performance of EU candidate ...

The entropy-based Technique for Order Performance by Similarity to Ideal Solution (TOPSIS) approach is proposed in this paper First, the
importance of each variable is computed by the entropy method to reflect on the differences among the variables in the calculation process
Subsequently, the TOPSIS method is performed by using the value and

Cascading Failure in the Maximum Entropy Based Dense ...

Cascading Failure in the Maximum Entropy Based Dense Weighted Directed Network: An Agent-based Computational Experiment Liang 1, 2Zhang *
network model is the mainstream method to study the cascading failure Maximum Entropy (ME) approach is based computational experiments of
cascading failure are launched on this model Results show
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